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Estimation of the built-in element of correlation in the least-squares fit 
of results to some algebraic expressions, including the Hansch equation 
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In a previous note (Barlow 1981) it was pointed put that 
in the fitting of results to the Hansch equation (log 1/C 
= an' + bn  + co + d) there were several factors which 
might produce a bias towards correlation. An attempt 
was made to assess their total contribution by calculat- 
ing the correlation coefficient, r, for some published 
results in which the values of n and a were retained but 
values of log 1/C were replaced by random numbers 
lying in the same range as the original values. The bias 
appeared to be considerable; for instance, with the 
original results of Hansch et a! (1962) 4.75% of the 
values of r obtained with random values of log 1/C were 
better than 0.6 and 1 % were better than 0.7. 

The apparent correlation could arise because of the 
limits arbitrarily set to the numbers fitted-values of 
log 1/C fall in a particular range and values of n and a 
are usually unevenly distributed. It could also arise 
because of the fitting of relatively small numbers to an 
equation which contains 4 coefficients (a, b, c and d); 
with only 4 results the fit must appear perfect. The 
relation between the number of results, the number of 
variables and the values of r which must be exceeded for 
significance at a particular level can be derived from 
statistical theory but it can also be studied experiment- 
ally (and perhaps more easily) by using random- 
generated numbers in place of actual data. To do this, 
Topliss & Edwards (1979) used an IBM 3601158 com- 
puter and a Fortran multiple-regression analysis pro- 
gram but it is possible to make similar calculations with 
inexpensive microcomputers, such as a Commodore 
PET 2001. With small numbers the built-in element of 
correlation is considerable and this note attempts to  
show its extent in a form which may be easily appreci- 
ated. 

Random-generated values of x, y, and, where appro- 
priate, z, were fitted by least-squares to the expressions 

y = m x + c  (i) 
y = a + bx + cxa (ii) 
y = a + b x + c z  (iii) 
y = ax* + bx + cz + d (iv) 

and the actual and fitted values of y (y and yc) were 
used to calculate the proportion of the variance ex- 

plained by regression, ra (= '=). The number of 
S(Y - 9)' 

points fitted. N, was usually 6, 10, 16 and 25 and the 
number of trials made, nt, was usually 500 or 1000. 

The results are summarized in Table 1 and the values 
for a straight line can be checked against what would be 

expected from the corresponding values of Student's t(=$e. In 1000 trials of the fit of 10 pain of 

random-generated values of x and y toa straight line, for 
instance, 10% of the values of r* were above 0.29, 5% 
were above 0.38 and 1 % were above 0.58 (Fig. 1); the 
corresponding limits calculated from Student's t with 8 
degrees of freedom are 0.30 ( P  = 0.1). 0.40 ( P  = 0.05) 
and 0-58 (P  = 0.01). 

Table I. Numbers show the limit above which lo%, 5% 
and 1% of the values of ra were found to lie in the 
calculations of the fit of random-generated values of x. 
y and z to the equation shown. The number of points 
fitted is indicated by N and the number of trials made is 
indicated by nt; fa  is the mean of the values of ra (but the 
distribution is not symmetrical). 

(;) y = a + bx + cx' 
0.398 

10 0.220 

16 0.133 

25 0.091 

(iii) y = a + bx + cz 
6 0.386 0.773 0.867 0.948 500 

10 0.212 0.452 0.540 0,669 500 
16 0.120 0,270 0.330 0.491 500 
25 0.079 0.190 0.233 0.324 500 

Note that there is most uncertainty about the values 
of the 1% limit because these involve results for only 
small numbers (5 out of 500 trials). The asterisk indicates 
that in these calculations the original experimental values 
of n and o (Hansch et al 1962; Hansch & Fujlta 1964) 
were retained and only the values of log 1/C were 
replaced by random-generated values. Values in 
parentheses are the limits calculated from F. 
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FIG. 1. The limits above which lo%, 5% and 1% of the 
values of ra 11e are plotted against the number of points 
N, when random-generated values of x and y are fitted 
to y = mx + c. The continuous lines have been drawn 
(by eye) from the limiting values of r1 calculated from 
Student's t; the points are the values obtained from 
1000 trials with random-generated values of x and y. 

With the fit to equations (ii) and (iii) the distribution 
of rt appears to be very similar, even though three 
variables (x, y and z) are involved in (iii) instead of two. 
The effect of the number of coefficients to be calculated 
on r' is illustrated in Fig. 2a, in which the value of ra 
above which 10% of the results lie is plotted against the 
number of points being fitted, N, for a straight line, 
parabola and for the Hansch equation; values for the 
Hansch equation for 10%. 5% and 1 % of the results are 
shown in Fig. 2b. The limits of r can be calculated from 
statistical theory using the values of F in the variance 
ratio test (Martin 1978). With N voints fitted to an 
equation containing p -  coefficients the ratio of the 
variance attributable to regression (with p degrees of 
freedom) to that attributable to error (with N-p-I 
degrees of freedom) is 

With P = 0.05 and N = 10, F = 5.19 (Diem & Lentner 
1970) and the limiting value of rg is 0.806. Other limiting 
values are shown in parentheses in Table 1 and in Fig. 
2b. These are set slightly higher than the 'experimental' 
limits obtained in this work. 

The calculations show that it is the fitting of small 
numbers to the Hansch equation, rather than the 
restriction of the values of .rr and o which accounts for 
the apparent correlation with random biological data 
previously noted. The range of the values of .rr and o 
merely limits the usefulness of the equation because they 
determine spanned substituent space (Hansch 1977). 

FIG. 2a. The effect of the complexity of the fitting 
equation. The limits above which 10% of the values of 
rP lie are plotted against the number of points fitted, N, 
for a straight line (L), parabola (P) and Hansch equa- 
tion (H). 

b. The fit of random-generated data to the Hansch 
equation. The limits above which lo%, 5% and I % of 
the values of rx lie is plotted against the number of 
points fitted, N. Values of r are also indicated; note that 
with 20 points 5% of the random-generated values have 
r >0.6 and 1 % have r >0.7. Open circles indicate limits 
calculated from F. 
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